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ABSTRACT

With the aim of quantifying the purely hydrological control on fast water quality dynamics, a modelling approach was used to identify the structure (and dynamic response characteristics or DRCS) of the relationship between rainfall and hydrogen ion (H$^+$) load, with reference to rainfall to streamflow response. Unlike most hydrochemistry studies, the method used makes no a priori assumptions about the complexity of the dynamics (e.g., number of flow-paths), but instead uses objective statistical methods to define these (together with uncertainty analysis). The robust models identified are based on continuous-time transfer functions and demonstrate high simulation efficiency with a constrained uncertainty allowing hydrological interpretation of dominant flow-paths and behaviour of H$^+$ load in four upland headwaters. Identified models demonstrated that the short-term dynamics in H$^+$ concentration were closely associated with the streamflow response, suggesting a dominant hydrological control. The second-order structure identified for the rainfall to streamflow response was also seen as the optimal model for rainfall to H$^+$ load, even given the very dynamic concentration response, possibly indicating the same two flow-paths being responsible for both integrated responses.
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INTRODUCTION

Short-term pulses of stream acidity can have a disproportionate negative effect on stream ecology (Lepori et al. 2005; Monteith et al. 2005), but models specifically of these short-term acid pulses in storms have received little attention since the early 1990s. Further, it is increasingly recognised that water quality sampling and/or in situ monitoring should be undertaken continuously at a high enough frequency to fully capture the dynamic behaviour of solute concentrations and load within streams (Kirchner & Neal 2013). Studies using continuous higher frequency sampling or in situ monitoring of a wider range of stream water quality variables are increasing (Table 1). However, even some of these studies may have insufficient sampling to capture the rapidly changing concentrations through storms within small headwater streams.

Several dynamic models capable of simulating changing stream acidity through storms were developed in the 1980s. These included the Birkenes model (Christophersen et al. 1982), MAGIC model (Cosby et al. 1985) and CAPTAIN model (Langan & Whitehead 1987). Significant differences in those catchment processes that are assumed to be the dominant controls of stream acidity exist between these models (Christophersen et al. 1990). The original MAGIC model of Cosby et al. (1985) assumed that the time series of stream H$^+$ concentration (with a weekly simulation time-step) is primarily a function of a time-varying geochemistry of a single soil unit combined with the effects of CO$_2$ de-gasing as soil-water exfiltrates into a stream. In contrast, the Birkenes model of Christophersen et al. (1982) assumed that stream acidity is also a function of the mixing of
chemically distinct soil-waters sourced from two separate soil horizons, and the implicit effects of hydrological routing to and from these horizons. Other models assuming a key role of hydrological routing or pathways do, however differ in that they assume that fewer (i.e., one: Whitehead et al. 1992) or greater (i.e., three or more: Grip et al. 1998) numbers of water pathways are required to simulate the dynamics in stream acidity. Even after 20 years of further research into water pathways controlling stream chemistry, there is often no consensus as to the geochemical and hydrological structure of catchment models (e.g., whether they include one or more dominant strata-specific pathways or separate macropore flows) needed to simulate stream acidity or other water quality variables (Kirchner 2009). Advances in our understanding of uncertainty in hydrochemical modelling (e.g., Medici et al. 2012) do, however, provide ever greater evidence that with overly complex models many different combinations of processes (hydrological, geochemical or both) can simulate stream acidity. Consequently, accurate simulation of an output variable such as stream H⁺ concentration does not necessarily mean that the dominant mechanism for the release of H⁺ to streams has been represented accurately. Correct outputs may be simulated for the wrong reasons (Beven & Westerburg 2011). Models that have many more parameters than can be justified by the complexity of the dynamics of the variable to be simulated (i.e., overly complex models) are now seen as poor models because of the reduced identifiability (i.e., increased parameter uncertainty) arising from the routines used to identify optimal parameter sets. As a result of these two issues there is an increasing acknowledgement of the value of using parsimonious (i.e., efficient but simple) model structures (i.e., those that do not include too many hydrological or geochemical processes or pathways). Similarly, there is an awareness of the value of not fixing a model structure without first evaluating alternatives (e.g., not forcing the simulation of acid runoff to follow two water paths without also assessing the simulation capabilities of a single or numerous water pathways). This issue was appreciated following the early hydrochemical modelling work (e.g., Christophersen et al. 1993) but often ignored subsequently.

The philosophy of the data-based mechanistic (DBM) modelling approach adheres to both of these principles (Young 2009). The first stage in the DBM approach is the application of a large number of mathematical relationships (often in the form of transfer functions), to describe the dynamics between observed input time series (e.g., rainfall, temperature), and output time series (e.g., H⁺ concentration), and thereby form data-based models. Those identified models that do not meet strict mathematical-statistical

<table>
<thead>
<tr>
<th>Stream-water sampling frequency</th>
<th>Chemical determinands</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>10 min</td>
<td>TP</td>
<td>Jordan et al. (2007)</td>
</tr>
<tr>
<td>15 min</td>
<td>pH, conductivity</td>
<td>Robson &amp; Neal (1990); Neal et al. (1992); Robson et al. (1993)</td>
</tr>
<tr>
<td>15 min</td>
<td>pH, conductivity</td>
<td>Hodgson &amp; Evans (1997)</td>
</tr>
<tr>
<td>15 min</td>
<td>DO</td>
<td>Malcolm et al. (2006)</td>
</tr>
<tr>
<td>20 min</td>
<td>pH, conductivity</td>
<td>Bonjean et al. (2007)</td>
</tr>
<tr>
<td>1 hourly (approx.)</td>
<td>pH, Al species, TOC</td>
<td>Goenaga &amp; Williams (1988)</td>
</tr>
<tr>
<td>1 hourly</td>
<td>TP</td>
<td>Bieroza &amp; Heathwaite (2012)</td>
</tr>
<tr>
<td>6.5 hourly (average)</td>
<td>TP, SRP, TON, Si</td>
<td>Bowes et al. (2009)</td>
</tr>
<tr>
<td>7 hourly</td>
<td>pH, Al, Ca, Cl, conductivity, DOC, Fe, NO₃, Si, SO₄</td>
<td>Halliday et al. (2012)</td>
</tr>
<tr>
<td>7 hourly</td>
<td>pH, F, Br, I, Cl, SO₄, NO₂, NO₃, NH₄, TDN, DOC, K, Mg, Na, Ca, B, S, Si, Gran alkalinity, conductivity, Li, Be, Al, Sc, Ti, V, Cr, Mn, Fe, Co, Ni, Cu, Zn, As, Se, Rb, Sr, Mo, Cd, Sn, Sb, Cs, Ba, W, Pb, U, La, Ce, Pr</td>
<td>Neal et al. (2012); Kirchner &amp; Neal (2013)</td>
</tr>
<tr>
<td>24 hourly (composite samples)</td>
<td>²H/¹H and ¹⁸O/¹⁶O isotopes</td>
<td>Birkel et al. (2010)</td>
</tr>
</tbody>
</table>
criteria are rejected. Finally, only those statistically valid models that also have a mechanistic (process) interpretation are accepted. This approach of not making *a priori* assumptions about the number of water pathways has been adopted in this study.

A major new water quality monitoring programme to help understand temporal and spatial change in stream biodiversity was initiated in 2012 and includes work on the Llyn Brianne Experimental Basins. These basins drain into the Llyn Brianne water supply reservoir (52° 8’ 7” N 3° 44’ 50” W) in the headwaters of the River Towy (Welsh: Afon Tywi) in upland Wales, United Kingdom. Water quality observations within these basins originally began in February 1981 with a view to better understand the effects of afforestation and liming on stream acidification (Stoner et al. 1984). The new water quality monitoring initiated in 2012 by Lancaster University and the Centre for Ecology and Hydrology forms a core part of an interdisciplinary project known as Diversity of Upland Rivers for Ecosystem Service Sustainability (DURESS) – see, e.g., http://www.lancaster.ac.uk/lec/sites/duress. This monitoring has involved systematic high-frequency measurement of variables that are known to affect and/or be affected by aquatic biodiversity, and include acidity, nitrate and carbon (see, e.g., Simon et al. 2009; Whitehead & Crossman 2012; Nelson et al. 2013). Variations in stream discharge characteristics are also known to impact aquatic biodiversity directly (e.g., Kennard et al. 2010) and indirectly through the regulation of nutrient load (Harmel et al. 2006), and so also form an integral part of the monitoring programme. Given the acknowledged speed of response of key water quality variables within these and other headwater streams (e.g., Kirchner et al. 2004), many of the water quality variables, notably pH, electrical conductivity (EC), nitrate, dissolved organic carbon (DOC), turbidity and temperature, have been monitored continuously *in situ* at 15-minute intervals. This continuous monitoring intensity for this range of water quality variables has not previously been achieved at Llyn Brianne or at any other site in the Cambrian Mountains (e.g., Plynlimon experimental basins: see, e.g., Kirchner & Neal 2013).

Interrelationships have been demonstrated between H⁺ concentration and other water quality variables, notably macronutrients and metals (Grande et al. 2005; Evans et al. 2012), some of which have equal impacts upon aquatic biodiversity. Given the crucial role of H⁺ concentration in understanding the dynamics of stream biogeochemistry, this first study utilising 15-minute sampled water quality data will focus on quantifying the temporal dynamics within H⁺ concentration and load.

One of the most significant results of the aquatic biodiversity research in the Cambrian mountain region has been the detrimental impact of coniferous afforestation on systems formerly covered by upland grassland (e.g., Dunford et al. 2012). The enhanced scavenging of airborne sulphur and nitrogen compounds by forest canopies is one of the key reasons for this effect (Fowler et al. 1989). Recent reductions in the industrial emissions of these compounds has, however, led to local reductions in acid deposition (Langan et al. 2009) but with possible adverse impacts on leaching of DOC (Monteith et al. 2007). Given the local importance of land-cover to stream acidity, this study considers both conifer-affected and original moorland sites in parallel, and involves one replicate of each.

This new study focuses on modelling winter storm dynamics because this is the period when most dissolved hydrogen is exported from temperate catchments in northern latitudes (Fitzhugh et al. 1999; Halliday et al. 2012). Further work will address the changes in dynamics between winter and summer periods (cf. Yevenes & Mannaerts 2012). The DURESS field campaign began in late 2012, with December 2012 providing suitable rainfall and streamflow data for catchment modelling within the winter period, because of the numerous rainstorms that occurred over a short period (i.e., a time series with a high information content). The hydrogen ion measurements commenced in January 2013, but were affected by poorly quantified snowfall amounts, so that the first synchronous rainfall, streamflow and hydrogen data with similar environmental conditions to the December modelling period were available in February 2013.

Limited DBM modelling utilising high-frequency rainfall, discharge, and H⁺ concentration data from Llyn Brianne has been undertaken by Littlewood (2003) and others. The dynamic interrelationships between these variables were identified using discrete-time (DT) transfer function routines within the previous versions of the CAPTAIN toolbox. The capability and reliability of these routines has been improved substantially over recent years.
(Taylor et al. 2007). Within this study the latest routines for transfer function identification were used to explore similarly high-frequency dynamics. This study makes use of significant advances in the routines for continuous-time (CT) rather than DT models, which give more accurate models and parameter estimates where dynamics are very fast (Young & Garnier 2006; Young 2010; Littlewood & Croke 2013). The potential for greater reliability with these models is enhanced with the parallel advances in sensor technology, notably the digital differential pH sensors that have been developed over the last 20 years.

**AIMS AND OBJECTIVES**

Given the research sites, high-frequency observations and state-of-the-art modelling tools available, this study has aimed to develop fundamental understanding of the within-storm dynamics of H⁺ concentration and load, in response to hydrological dynamics. This aim has been addressed with the following three objectives:

1. To identify the strength and characteristics of the hydrological control on H⁺ response by identifying optimal dynamic relationships between rainfall and H⁺ load (sampled at 15-minute intervals) and comparing with those between rainfall and streamflow response. Novel CT transfer function (CT-TF) routines are used to give more reliable relationships than the DT models used in previous water quality studies.

2. To further quantify the hydrological control on H⁺ response by examining the streamflow to H⁺ concentration relationships. In comparison to models forced by rainfall, these dynamic relationships were expected to be more easily identified given that both variables are measured on the same stream and streamflow is an integral of the resultant pathways of rainfall.

3. To interpret the identified models in terms of similarities and differences in the controls on short-term H⁺ dynamics between upland grassland streams and those affected by conifer forestry (i.e., the dominant landuses in upland Wales). This understanding is sought from quantification of the dynamic response characteristics rather than from the transport/mixing characteristics (cf. Weiler et al. 2003) examined by many other modelling studies (e.g., Ocampo et al. 2006; Ockenden et al. 2015).

**DESCRIPTION OF REPLICATED, PAIRED CATCHMENTS**

The experimental basins studied (Figure 1) are located in the uplands of mid-Wales (215–410 m above sea level), and all drain into the Llyn Brianne regulating reservoir. For reasons of consistency, existing catchment nomenclature (e.g., Robson & Neal 1990) was adopted here. Two streams were selected with rough, sheep-grazed grassland (LI6 and LI7), where Molina spp., Juncus spp. and Festuca spp. dominate (Reynolds & Norris 1990). Two further catchments (LI5 and LI8) contain planted stands of Sitka spruce (Picea sitchensis [Bong.] Carr.), Lodgepole pine (Pinus contorta Doug.) and/or Japanese larch (Larix kaempferi [Lamb.] Carr.). Hence, the study uses replicated, paired conifer and grassland catchments. The chosen micro-basins contain stream channels that attain second- or third-order upstream of the pH monitoring station, and the key basin characteristics are given in Table 2.

There is a maritime temperate climate at Llyn Brianne with a mean annual precipitation measured over an eight-year period in LI8 of 2,100 mm (Vanguelova et al. 2010). The bedrock beneath all of the catchments comprises shales, mudstones, greywackes and grits of the Lower Palaeozoic era (BGS 2005). A significant depth of glacial till is mapped above the solid geology on the lower slopes of LI6, LI7 and LI8 (BGS 2005). This is modified by solifluxion and nivation processes on the intermediate slopes, with the headwaters of LI6 being mapped as a nivation hollow (Potts 1971). Podzol, Gleysol and Histosol soil units (following FAO-Unesco 1990) are present within the four study basins (Table 3). The headwaters of LI6, LI7 and LI8 are primarily covered by Histosols (Reynolds & Norris 1990). In contrast, Reynolds & Norris (1990) indicate that LI3 lacks soils with an organic stratum >0.40 m deep (criteria for Histosol classification), and instead has extensive Gleysol coverage (Table 3).

Between 1957 and 1959, LI5 was almost completely afforested with a combination of Sitka spruce (occupying 53% of maximum forest cover), Lodgepole pine (16%), Japanese larch (13%) and a Lodgepole pine/Japanese larch mix.
Figure 1 | Location of the LI3, LI6, LI7 and LI8 experimental basins in the vicinity of Llyn Brianne reservoir in mid-Wales, United Kingdom and the location of the instruments within these basins.

Table 2 | Characteristics of the LI3, LI6, LI7 and LI8 catchments at Llyn Brianne

<table>
<thead>
<tr>
<th>Basin</th>
<th>Stream</th>
<th>Land cover</th>
<th>Areaa (km²)</th>
<th>Basina slope (m m⁻¹)</th>
<th>Drainage densityc (km km⁻²)</th>
<th>Total hardnessb (mg CaCO₃ litre⁻¹)</th>
</tr>
</thead>
<tbody>
<tr>
<td>LI3</td>
<td>Nant y Craiwyn</td>
<td>Coniferous plantation</td>
<td>0.81</td>
<td>0.107</td>
<td>2.08</td>
<td>8.3</td>
</tr>
<tr>
<td>LI6</td>
<td>Nant Esgair</td>
<td>Grassland</td>
<td>0.69</td>
<td>0.122</td>
<td>2.84</td>
<td>12.9</td>
</tr>
<tr>
<td></td>
<td>Garn</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>LI7</td>
<td>Nant Rhesfa</td>
<td>Grassland</td>
<td>0.69</td>
<td>0.221</td>
<td>–</td>
<td>18.8</td>
</tr>
<tr>
<td>LI8</td>
<td>Trawsnant</td>
<td>Coniferous plantation</td>
<td>1.21</td>
<td>0.109</td>
<td>1.71</td>
<td>6.4</td>
</tr>
</tbody>
</table>

aThree-dimensional basin area upstream of the pH sensor derived using ArcGIS.
cFrom Littlewood (1989).
(15%). The forest within LI3 is part of the 13,500 ha managed Tywi Forest. The LI8 basin was afforested with Japanese larch (13%) in 1959, then in 1971 and 1977 with Sitka spruce (88% of forest cover: Reynolds & Norris 1990), and forms part of the Trawsnant plantation.

In June 1982, 2% of the LI3 basin was cleared along the stream banks (Stoner et al. 1984). A further 70% of the basin was clear-felled (CF) in the years 1995, 1998, 1999 and 2011. Around two-thirds of this CF area was replanted in years 1998, 2001 and 2002 (based on forest inventory maps provided by Natural Resources Wales). Within the headwaters of LI8 covered by Histosol soil, 4% of the forest was CF in 2012.

**METHODOLOGY**

**Instrumentation, calibration and monitoring strategy**

All four catchments were instrumented with identical stream equipment over the September 2012 to January 2013 period. Stream discharge was determined through measurement of water-level ('stage') at the point of critical flow in trapezoidal flumes. Flumes (constructed from fibre-glass by Genesis Composites Ltd using the original mould of the Forth River Purification Board, Edinburgh) were cemented to the stream bed at locations so that they performed according to their published rating curve (FRPB 1986 Use of Glass Fibre Flumes. Fourth River Purification Board, Hydrology Department, unpublished report). The flume design was modified by this project by adding a tapping-point for stage measurement at the point of critical flow. The calibration was checked at each flume using salt-dilution gauging (Shaw et al. 2010). Water-level was measured using 0 to 2.500 m H2O CTWM82X5G4C5SSUN pressure transmitters (First Sensor AG, Puchheim) that were monitored every second and the data integrated and saved at 15-minute intervals using a CR1000 data-logger (Campbell Scientific Ltd, Shepshed).

Rainfall was measured in LI6 and LI3 (Figure 1) using tipping-bucket rain-gauges calibrated to record every 0.20 mm of rainfall (SBS500: Environmental Measurements Ltd, Newcastle).

Measurement of pH was undertaken using digital differential pH sensors (model: pHD-SC) combined with an SC200 controller (Hach Lange, Düsseldorf) and recorded at 15-minute intervals using further CR1000 data-loggers. The sensor was recalibrated at intervals determined by the sensor-controller system. In situ monitoring of other water quality variables (turbidity, nitrate, DOC, total organic carbon, colour and EC) was also undertaken at the locations of the pH sensors, but these data are not reported here.

All data were downloaded from the data-loggers on a weekly basis, and manual pH and water depth readings used to check for sensor malfunction; no such malfunctions were observed. Data were quality assured using dedicated Matlab programmes (Mathworks, Natlick) on a weekly basis, and erroneous numerical values (primarily associated with battery exchanges) replaced with Not-a-Number values.

From 1986 to 1989, the stream pH and stage had been monitored at a site 22 m upstream of the pH sensor in LI3 (Bird et al. 1990). During this earlier work, stage was measured using a pHOX 80PL system (pHOX Systems Ltd, Shefford). A stage–discharge relationship for the stage-board location was determined from extensive salt-dilution gauging (Littlewood 1989). The pH was measured using a Russell CE7NHL gel-filled combination electrode (see Thermo Fisher Scientific, Beverly) and pHOX 100 DPM sonde that was recorded every 15 min using a Techno-log data-logger (Technolog Ltd, Wirksworth). Data from this earlier work were provided by the Environmental Information Data Centre of the Natural Environment Research Council (Licence: Llyn Brianne 22062012), and were used to help address Objectives 1 and 3 of this new study.

**CT transfer function modelling using the DBM approach**

The first stage of the DBM modelling process involved fitting a range of transfer function models to the data. For production of model parameter estimates in highly dynamic
systems, CT transfer functions (CT-TF) can be advantageous over DT transfer functions, as noted earlier. The former describe systems using differential equations and are more difficult to estimate than the latter, which are based on difference equations. A CT-TF for a purely linear single input, single output system can be given as follows:

\[
\begin{align*}
  x(t) &= \frac{B(s)}{A(s)} u(t - \tau) \\
  y(t) &= x(t) + \xi(t)
\end{align*}
\]

(1)

where \( u(t) \) is the deterministic input signal, \( x(t) \) is the noise-free output signal, \( y(t) \) is the noisy output signal, \( \xi(t) \) is the noise and \( \tau \) is the pure time delay (i.e., delay between an input and the first response in an output) in units of time. \( A(s) \) and \( B(s) \) are polynomials in the derivative operator \( s = d/dt \) as follows:

\[
A(s) = s^n + a_1 s^{n-1} + \ldots + a_{n-1} s + a_n
\]

(2)

\[
B(s) = b_0 s^m + b_1 s^{m-1} + \ldots + b_{m-1} s + b_m
\]

(3)

where \( n \) and \( m \) can be any positive integers with \( m \leq n \). These equations are able to be expanded for multivariable systems, i.e., multiple input (e.g., rainfall and temperature) and single output (e.g., streamflow) or multiple output (e.g., streamflow and \( H^+ \)).

When input, \( u(t) \), and output, \( x(t) \), observations have been made at a constant sampling interval, \( T_s \) (i.e., in discrete time), then the sampled signals are represented as \( u(t_k) \) and \( x(t_k) \) respectively, and the output observation equation is as follows:

\[
u(t_k) = x(t_k) + \xi(t_k) \quad k = 1, \ldots, N
\]

(4)

where \( x(t_k) \) is the sampled value of the noise-free unobserved output (\( x(t) \)), which for data sampled in DT is assumed to be contaminated by noise, \( \xi(t) \). The noise is independent of the input signal, \( u(t_k) \), and represents the combination of distributed unmeasured inputs, modelling error and measurement error (Garnier et al. 2008).

The latest version of the RIVCBJID (Revised Instrumental Variable CT Box-Jenkins IDentification) algorithm was used here to identify a range of CT-TF model structures (Young 2008) using the CAPTAIN toolbox within the Matlab programming environment (Taylor et al. 2007). Within this routine, high-order noise is removed from the data (i.e., dynamics in the system that are much quicker than the quickest time constant) and which hinder identification of true model structure. The skill in the RIVCBJID routine also arises from its use of information within the covariance matrix (see Box et al. 2008).

Model structure is typically presented as a triad of denominator-numerator-delay within square parentheses, indicating the number of denominators (\( a \) terms in the lower part of the transfer function equation), the number of numerators (\( b \) terms in the upper part of the transfer function equation) and the number of pure time delays, \( \tau \) (e.g., Chappell et al. 2002).

The identified models are assessed statistically using a measure of simulation efficiency \( R^2 \) and the Young Information Criterion (YIC). The \( R^2 \) is given as Equation (5)

\[
R^2 = \frac{\sigma^2_{\text{error}}}{\sigma^2_{\text{obs}}}
\]

(5)

where \( \sigma^2_{\text{error}} \) is the variance in the model residuals and \( \sigma^2_{\text{obs}} \) the variance in the observed data. This measure of simulation efficiency is equivalent to the simplified form of the Nash and Sutcliffe statistic and so differs from the \( R^2 \) that uses the variance in the model output as the denominator. The YIC is an objective statistical measure given as:

\[
\text{YIC} = \log_e \frac{\sigma^2_{\text{error}}}{\sigma^2_{\text{obs}}} + \log_e \text{(NEVN)}
\]

(6)

The first term within Equation (6) is a measure of the model efficiency (see Equation (5)) and the second term, normalised error variance norm, is a measure of the degree of over-parameterisation (Young 2001). Generally, as model complexity increases, so does the ability to capture more and more of the dynamics in the observed time series, but at the expense of increasing parametric uncertainty. There is, therefore, an optimum complexity (or ‘model order’) given that more complexity increases the uncertainty in the individual parameters identified. The YIC is a measure of whether the model has become overly complex (i.e., too many parameters) given the amount of information contained within the observed data series. A change of +1.0
or greater in YIC as model order is increased indicates that the model structure has become too complex for the information contained in the time series, i.e., over-parameterised (Ockenden & Chappell 2011), and the simpler model should be accepted as the optimal order.

The procedure for identifying the optimal model structure using these two measures begins by identifying the first-order model (from those convergent models) with the highest \( R^2 \) that does not have complex roots (see Box et al. 2008). Where second-order models have a higher \( R^2 \) than that of the optimal first-order model, these models are then examined for a change in the magnitude of the YIC from first to second-order models. If a second-order model: (i) has a higher \( R^2 \) than the optimal first-order model, (ii) its YIC is less than +1.0 different to the first-order model, (iii) it does not have complex roots, (iv) it does not exhibit oscillatory behaviour, and (v) the sign (±) of the two identified roots are the same, then this model is now accepted as the optimal structure. This procedure is repeated for third-order models, then fourth and so on. Models with a structure higher than sixth order are not normally examined because they are invariably over-parameterised. Typically, with rainfall to streamflow models attempts are made to identify models with between zero and six pure time delays. Consequently, by attempting to identify models from first-order to sixth-order with zero to six pure time delays, this gives 182 possible model structures to be identified using RIVCBJID. Many of these possible structures will not give convergent solutions.

Within this study, uncertainty in the model parameters was assessed using 1,000 Monte Carlo realisations of the optimal A and B terms (Equations (2) and (3)) combined with uncertainty information identified by the RIVCBJID routine. The second- and higher-order models were then decomposed into first-order components (with different structures) using partial fraction expansion (see Box et al. 2008). The resultant \( a \) and \( b \) terms were then presented as the dynamic response characteristics (DRCs) of the time constant (TC), steady state gain (SSG) and proportion of the response following a particular pathway (e.g., a fast response pathway, fast%):

\[
TC = \frac{\Delta t}{a} 
\]

\[
SSG = \frac{b}{a} 
\]

\[
\text{fast\%} = 100 \left( \frac{SSG_2}{SSG_1 + SSG_2} \right) 
\]

where \( \Delta t \) is time-step of the observations (i.e., 15 min), \( SSG_1 \) is the SSG of the slow response pathway and \( SSG_2 \) is the SSG of the fast response pathway. The TC is the residence time of the response (i.e., not the residence time of a water particle or \( H^+ \) atom) between a rainfall input and either a streamflow or \( H^+ \) load output. Additionally, for a rainfall to streamflow model, the TC of a purely linear transfer function model is equal to the change in catchment moisture storage (mm/15 min) relative to the change in streamflow (mm/15 min). The SSG for a purely linear rainfall to streamflow model is the runoff coefficient between observed rainfall and the simulated streamflow. Lastly, further diagnostic tests (e.g., oscillatory behaviour in the impulse response function; presence of imaginary components in the derived TCs) were undertaken on the identified model structures and parameters as additional rejection criteria, prior to interpretation of the statistically acceptable models.

**MODELLING RESULTS AND DISCUSSION**

**Rainfall to streamflow modelling and interpretation**

Streamflow is the resultant integral of often complex pathways of response within a catchment. Identification of the most parsimonious set of DRCs that represent the principal mode(s) of rainfall–streamflow response may allow interpretation of the dominant water pathways of this response (Weiler et al. 2003; Chappell et al. 2006). Similarity between these purely hydrometric DRCs with those for response between rainfall and \( H^+ \) load may then indicate the role of water pathways in the propagation of component \( H^+ \) responses to streams (Part of Objective 1). To address the necessary initial hydrometric step, the RIVCBJID algorithm was applied to rainfall and streamflow data for a contiguous sequence of nine winter storms that were recorded between 19 December 2012 and 3 January 2013 within each catchment.
A range of purely linear models from first-order structures to sixth-order structures were identified, and each had a pure time delay between the onset of a rainfall event and a response in the stream of between zero and 90 minutes (i.e., six observation time-steps). The most efficient 20 models identified (ordered by $R^2$) for one of the four catchments (LI7) as an example, are shown in Table 4. The optimal models (i.e., high $R^2$, but without a $\geq +1.0$ change in $YIC$ compared to lower order models) for all four catchments are shown in Table 5.

The use of purely linear CT-TFs has produced optimal models with at least 90% efficiency ($R^2$) of streamflow simulation (Table 5). Optimal models for all four basins had a $|2 2 \tau|$ structure, therefore all models simulated streamflow using only five parameters (i.e., two $a$-terms, two $b$-terms and a pure time delay) and so should be considered highly parsimonious relative to models (DBM, conceptual or physics-based) derived in many other studies (see Jakeman & Hornberger 1995; Young 2001; Beven 2012). The optimal model for LI7 and LI8 had a zero pure time delay ($\tau = 0$), while for LI3 and LI6 a pure time delay of one time step ($\tau = 1$) was identified and hence similar.

The rainfall–streamflow models for all four catchments (Figure 2) did not systematically under-predict (or over-predict) storm peaks, or systematically over-predict (or under-predict) lower flows. This provides an explanation as to why the range of non-linear transforms (following Young 2001) applied to input time series did not show any improvement in CT-TF simulation efficiency over the purely linear models and so are not presented here.

Within the DBM procedure, identified model structures are interpreted in terms of hydrological mechanisms. This initially involved decomposition by partial fraction expansion (see Box et al. 2008). For rainfall–streamflow systems,
Table 5 | Model structure, efficiency, measures of model parsimony and dynamic response characteristics for optimal CT-TF models for rainfall–streamflow for the periods 19 December 2012 to 3 January 2013 and 5 to 18 February 2013 of basins LI3, LI6, LI7 and LI8 at Llyn Brianne

<table>
<thead>
<tr>
<th>Site</th>
<th>LI3</th>
<th>LI6</th>
<th>LI7</th>
<th>LI8</th>
</tr>
</thead>
<tbody>
<tr>
<td>Model</td>
<td>[2 2 1]</td>
<td>[2 2 2]</td>
<td>[2 2 1]</td>
<td>[2 2 0]</td>
</tr>
<tr>
<td>$R^2$</td>
<td>0.93</td>
<td>0.89</td>
<td>0.93</td>
<td>0.85</td>
</tr>
<tr>
<td>$YIC$</td>
<td>-6.67</td>
<td>-6.55</td>
<td>-7.28</td>
<td>-7.28</td>
</tr>
<tr>
<td>$BIC$</td>
<td>-9,796.80</td>
<td>-9,883.52</td>
<td>-3,444.92</td>
<td>-9,077.31</td>
</tr>
<tr>
<td>$S2 \times 100$</td>
<td>0.09</td>
<td>0.04</td>
<td>82.46</td>
<td>0.08</td>
</tr>
<tr>
<td>$condP \times 10$</td>
<td>9.28</td>
<td>8.94</td>
<td>9.33</td>
<td>8.52</td>
</tr>
<tr>
<td>TC fast component (hrs)</td>
<td>5.53</td>
<td>5.13</td>
<td>2.40</td>
<td>3.75</td>
</tr>
<tr>
<td>TC slow component (hrs)</td>
<td>33.43</td>
<td>58.97</td>
<td>24.54</td>
<td>53.20</td>
</tr>
<tr>
<td>fast%</td>
<td>55.39</td>
<td>75.09</td>
<td>55.25</td>
<td>63.85</td>
</tr>
<tr>
<td>slow%</td>
<td>44.61</td>
<td>24.91</td>
<td>44.75</td>
<td>36.15</td>
</tr>
<tr>
<td>SD of fast TC (hrs)</td>
<td>0.07</td>
<td>0.04</td>
<td>0.16</td>
<td>0.04</td>
</tr>
<tr>
<td>SD of slow TC (hrs)</td>
<td>1.01</td>
<td>1.10</td>
<td>1.10</td>
<td>1.10</td>
</tr>
</tbody>
</table>

Model structure is given as [Denominators, Numerators, Pure Time Delays]. The fast% term is percentage of response following a fast pathway of a second-order model (see Equation (9)), while the term SD of fast TC is the standard deviation of the fast TC from 1,000 Monte Carlo realisations. The steady state gain (SSG) is not presented as the rainfall time series used is an arithmetic average of the 15-minute totals for LI3 and LI6 rain gauges, rather than catchment-average totals per 15-minute intervals.

Figure 2 | Simulated streamflow (dashed line) from rainfall input together with observed streamflow (solid line) for (a) LI3, (b) LI6, (c) LI7 and (d) LI8 for the period 19 December 2012 to 3 January 2013.
a parallel decomposition has been shown to have a hydrological interpretation (e.g., Ockenden & Chappell 2011) whereas other forms of decomposition (e.g., feedback systems) lack a feasible hydrological interpretation. This parallel model comprises two TCs and the proportion of response associated with each TC (Table 5). The uncertainties in the TCs (expressed as standard deviations derived by Monte Carlo analysis) are also presented in Table 5. For the LI3 results, the frequency distributions of the fast and slow TCs are shown in Figure 3 as an illustration. A narrow range of uncertainty for both the slow and fast TCs was observed from this Monte Carlo analysis, with the exception of the slow response component for LI6 (Table 5).

A mechanistic hydrological interpretation of the identified TCs can be achieved with reference to such values derived by similar modelling approaches previously applied to a range of sites each with different streamflow generation mechanisms (Table 6). The time series of the simulated fast component for each of the four basins is shown in Figure 4(a) and the slow component in Figure 4(b).

The TCs for the fast component for the four experimental basins at Llyn Brianne ranged from 2.40 to 5.53 hours (Table 5). These values are, for example, much longer than those of measured overland flow on a tropical hillslope at 5 min or 0.08 hours (Chappell et al. 2006), but comparable to the response of a hillslope system elsewhere in the Cambrian mountains (i.e., 2.9 hours: Table 6) that has independent evidence of a dominance of shallow subsurface pathways in the soil (Chappell et al. 1990).

The TCs for the slow component of the four experimental basins during the 16-day winter (i.e., wet) period at Llyn Brianne ranged from 24.54 to 36.40 hours (Table 5). This range in TCs is a factor of 71 to 105 faster than that for a rainfall–streamflow response dominated by a single deep

---

**Figure 3** | Number of realisations of values of the fast response pathway (upper figure) and slow pathway (lower figure) derived from 1,000 Monte Carlo realisations of the decomposed [2 2 1] CT-TF model for rainfall–streamflow at LI3, for the period 19 December 2012 to 3 January 2013.

<table>
<thead>
<tr>
<th>TC</th>
<th>Dominant runoff process associated</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>5 min</td>
<td>Overland flow (infiltration excess primarily)</td>
<td>Chappell et al. (2006)</td>
</tr>
<tr>
<td>2.9 hours</td>
<td>Shallow subsurface flow from a hillside</td>
<td>Chappell et al. (1990)</td>
</tr>
<tr>
<td>100 hours</td>
<td>Fracture flow in Dartmouth slate</td>
<td>Chappell &amp; Franks (1996); Birkinshaw &amp; Webb (2010)</td>
</tr>
<tr>
<td>107 days</td>
<td>Deep pathway through a chalk aquifer</td>
<td>Ockenden &amp; Chappell (2011)</td>
</tr>
</tbody>
</table>
pathway through a chalk aquifer of 107 days or 2,568 hours (Ockenden & Chappell 2014). The range for the Brianne micro-basins in the winter is also a factor of 2.4 to 4.1 faster than that of a single pathway via fractures in Devonian slates at Slapton, UK (Table 6). However, this 4.2 day (100.8 hour) TC for Slapton is comparable to the slow component of flow derived from responses in the LI3, LI6, LI7 and LI8 streams during the winter months is sourced by a pathway with TCs intermediate between those of the soil horizons (cf. Chappell et al. 1990) and rock fractures. The lower slopes of LI6, LI7 and LI8 are known to have a layer of glacial till between the soil profile and the Lower Palaeozoic rocks (BGS 2005) that may be responsible for this 1–1.5 day (24–36 hour) response component. Glacial till is likely to be present at LI3 but not mapped because of a lack of exposures. The depth of till within the basins is currently unmeasured. The relative similarity of the TCs for the slower components of the four basins may imply a similar spatial extent and depth of glacial till, combined with the similar underlying geological formation (Reynolds & Norris 1990; BGS 2005) and relatively similar basin sizes (Table 2).

It is not clear how the varying proportions of different soil types (Table 2) have affected the TCs of the fast component; however, the apparent lack of the Histosol soils within LI3 (with their known flashy behaviour in the UK uplands: Gilman & Newson 1980; Holden & Burt 2003 Figure 3), may be responsible for its longer TC (Table 5). Basins LI3 and LI8 both have extensive forestry drainage and forest cover (of different extents), but do not have systematically different rainfall–streamflow responses (i.e., TCs) to the upland grasslands of LI6 and LI7. Consequently, the presence of forestry drainage and/or forest cover does not seem to have a significant impact on streamflow response in the Llyn Brianne basins.

To determine the transferability of the second-order linear models of rainfall–streamflow to a later winter period that also has H+ data, the RIVCBJID algorithm was applied independently to a series of three storms that occurred between 5 and 18 February 2013. Again, a range of models with first- to fourth-order structures were identified with a pure time delay between zero and six time-steps. The optimal models and associated parameters for the four catchments are shown in Table 5 alongside the results for the earlier period. For this February period, purely linear second-order models [2 2] were again identified as the optimal models and produced $R_t^2$ efficiency values in excess of 85%
(Table 5; Figure 5). This provides conditional validation (Young 2003) that rainfall–streamflow response at Llyn Brianne during the winter consistently has a second-order model structure. For this second period the TC for the slow component doubled, however, this was offset by a significant reduction in the proportion of the response along the slow pathway (Table 5). The differences in the pure time delays between the two periods are very small, changing by zero to only two time-steps. Furthermore, there is no systematic shift in the fast TC between the two periods (Table 5).

**Streamflow to H⁺ concentration modelling**

Given that a streamflow time series is an expression of the emergent behaviour of often complex and poorly defined hydrological pathways that carry solute responses (see, e.g., McDonnell et al. 2007), the next stage of analysis examined whether short-term dynamics in the H⁺ concentration were associated with these streamflow dynamics (Objective 2). This stage involved quantifying the dynamic relationships between streamflow (mm per 15 min) and H⁺ concentration (μeq/L per 15-min period) during a contiguous period of winter storms in February 2013. If a strong dynamic relationship is seen between the H⁺ concentration and the streamflow it might be inferred that the processes leading to changes in the H⁺ concentration through winter storms at Llyn Brianne are strongly hydrologically mediated.

Purely linear first-order CT-TF models, the simplest form of a dynamic model that may be presented, were able to identify between 82 and 97% of the variance in the H⁺ concentration for the four streams (Table 7, Figure 6). For linear second-order models, the explanation ranged from 93 to 99% (Table 8; Figure 7). The improvement in model efficiency was most marked with LI3 where it increased from 82 to 93%. Furthermore, for LI3 the second-order structure better captured the later recessions (Figure 7), and had a

![Figure 5](https://example.com/image5.png) Simulated streamflow (dashed line) from rainfall input together with observed streamflow (solid line) for (a) LI3, (b) LI6, (c) LI7 and (d) LI8, for the period 5 to 18 February 2013.
more negative YIC than the first-order model, indicating that this structure was most appropriate for these dynamics. By contrast, increasing model complexity to second-order models only improved simulation efficiency by 3, 2 and 0% for LI8, LI6 and LI7, respectively. This combined with the change in YIC of between +1.4 to +4.6 (Tables 7 and 8) indicated that interpretation of second-order dynamics for these three sites may not be justified. Given this, the DRCs from only first-order models for all four sites (including LI3 which is better described by a second-order model) are interpreted further, although the DRCs for all models are shown within Tables 7 and 8.

The TCs for the first-order relationship between H⁺ concentration and the controlling streamflow range between 0.066 and 1.39 hours (or 3.9 and 83.6 min) for LI3, LI6 and LI7, while LI8 had a TC of 3.05 hours (or 183.3 min: Table 7). The variability between the four streams in their H⁺ concentration response to streamflow (Table 7) is considerably larger than that between rainfall and the fast component of streamflow (Table 5); the coefficient of variation in the TCs of the former is 18% and the latter 91% (derived from data in Tables 5 and 7). This greater variability

<table>
<thead>
<tr>
<th>Site</th>
<th>LI3</th>
<th>LI6</th>
<th>LI7</th>
<th>LI8</th>
</tr>
</thead>
<tbody>
<tr>
<td>Model</td>
<td>[1 1 2]</td>
<td>[1 1 0]</td>
<td>[1 1 0]</td>
<td>[1 1 0]</td>
</tr>
<tr>
<td>$R^2_{\text{t}}$</td>
<td>0.82</td>
<td>0.97</td>
<td>0.96</td>
<td>0.84</td>
</tr>
<tr>
<td>YIC</td>
<td>–1.75</td>
<td>–10.80</td>
<td>–9.48</td>
<td>–8.01</td>
</tr>
<tr>
<td>BIC</td>
<td>6,189.13</td>
<td>–1,860.66</td>
<td>–3,184.75</td>
<td>10,738.66</td>
</tr>
<tr>
<td>$S_2 \times 100$</td>
<td>1,283.00</td>
<td>22.82</td>
<td>8.04</td>
<td>468,000.00</td>
</tr>
<tr>
<td>$\text{condP} \times 10^8$</td>
<td>8.15</td>
<td>9.68</td>
<td>9.60</td>
<td>8.40</td>
</tr>
<tr>
<td>TC (hrs)</td>
<td>0.07</td>
<td>1.39</td>
<td>0.94</td>
<td>3.05</td>
</tr>
</tbody>
</table>
will have resulted from a combination of the greater noise within the H\(^+\) concentration compared to stream flow time series and due to short-term variations in the processes delivering hydrogen ions to the Llyn Brianne streams (Robson et al. 1993; Soulsby 1995). The longer TC for the H\(^+\) response at LI8 is produced by the slower rise in H\(^+\) concentration and the smaller relative range in H\(^+\) concentration, i.e., a more damped response within the time series normalised by mean H\(^+\) concentration; both of which are visible within Figure 8. The different response at LI8 may relate to the recent disturbance of 5 ha of acidic Histosol in its headwaters, delivering acid runoff later to the downstream point in the catchment than at the other sites. This tentative hypothesis requires additional experimental work along the Trawsnant stream.

When summer 2013 data are available and CT-TF models are applied to these data, it is expected that the TCs describing the relationship between stream flow and H\(^+\) concentration will change. For example, the greater temperatures during the summer period may alter the mechanisms for release of H\(^+\) ions (Nimick et al. 2011), and thereby alter the TC-related parameters in the models.

Over longer time periods other dynamic land-use related factors are likely to affect the relationship between stream flow and H\(^+\) concentration (Neal et al. 1992; Ormerod & Durance 2009; Vanguelova et al. 2010). Use of the same purely linear first-order models with data from a winter period in 1986 (specifically 16 to 22 January 1986), studied by Littlewood (1989), may reflect these land-use change (LUC) differences. The model of stream flow to H\(^+\) concentration for LI3 during this earlier period could be simulated to a high efficiency ($R^2 = 0.95$; Figure 9), but a longer TC of 2.3 hours was observed. This earlier period within LI3 had a complete forest cover of about 30-year-old conifers and it is interesting to note that the TC for this period is closer to that of the February 2013 monitoring period in the LI8 catchment (Table 5) which has over 95% forest cover of about 40-year-old conifers.

### Streamflow to H\(^+\) load modelling

The DBM modelling of the rainfall to streamflow relationship indicated that the response could be described by two components with quite distinct responses (i.e., TCs). Given that the H\(^+\) concentration appears to be closely associated with the hydrological dynamics in the streamflow time series at Llyn Brianne (e.g., Figure 6), the investigation next addressed whether the export of H\(^+\) (i.e., load) was associated with the two distinct response pathways identified for the streamflow generation. The final stage in this modelling was the identification of the relationship between rainfall and H\(^+\) load, and how many separate components the time series of H\(^+\) load may be divided into. If the load model has the same model structure as inferred for the streamflow response to rainfall then this

---

**Table 8** | Model structure, efficiency, measures of model parsimony and dynamic response characteristics of optimal second-order CT-TF models of streamflow to H\(^+\) concentration for the period 5 to 18 February 2013 in each catchment

<table>
<thead>
<tr>
<th>Site</th>
<th>Model</th>
<th>LI3</th>
<th>LI6</th>
<th>LI7</th>
<th>LI8</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>[2 2 1]</td>
<td>[2 2 1]</td>
<td>[2 2 0]</td>
<td>[2 2 1]</td>
<td></td>
</tr>
<tr>
<td>$R^2$</td>
<td>0.93</td>
<td>0.99</td>
<td>0.96</td>
<td>0.87</td>
<td></td>
</tr>
<tr>
<td>YIC</td>
<td>– 3.69</td>
<td>– 9.37</td>
<td>– 6.07</td>
<td>– 3.43</td>
<td></td>
</tr>
<tr>
<td>BIC</td>
<td>5,004.18</td>
<td>– 3,112.77</td>
<td>– 3,288.76</td>
<td>10,536.14</td>
<td></td>
</tr>
<tr>
<td>$S2 \times 100$</td>
<td>5,016.00</td>
<td>8.37</td>
<td>7.32</td>
<td>392,300.00</td>
<td></td>
</tr>
<tr>
<td>$\text{condP} \times 100$</td>
<td>9.28</td>
<td>9.88</td>
<td>9.36</td>
<td>8.66</td>
<td></td>
</tr>
<tr>
<td>TC fast component (hrs)</td>
<td>0.15</td>
<td>0.74</td>
<td>0.73</td>
<td>2.13</td>
<td></td>
</tr>
<tr>
<td>TC slow component (hrs)</td>
<td>273.64</td>
<td>32.13</td>
<td>11.40</td>
<td>490.79</td>
<td></td>
</tr>
<tr>
<td>fast%</td>
<td>46.21</td>
<td>22.60</td>
<td>11.25</td>
<td>40.92</td>
<td></td>
</tr>
<tr>
<td>slow%</td>
<td>53.79</td>
<td>77.40</td>
<td>88.75</td>
<td>59.08</td>
<td></td>
</tr>
<tr>
<td>SD of fast TC (hrs)</td>
<td>0.03</td>
<td>0.01</td>
<td>0.00</td>
<td>0.25</td>
<td></td>
</tr>
<tr>
<td>SD of slow TC (hrs)</td>
<td>900</td>
<td>0.12</td>
<td>0.07</td>
<td>11,000</td>
<td></td>
</tr>
</tbody>
</table>
allows comparison of the characteristics of the two components of the response with those of the streamflow generation pathways (i.e., the TC and the portion of response along each pathway).
As with the rainfall–streamflow modelling a range of model structures from first- to sixth-order were investigated. As with the hydrological model, purely linear second-order models were optimal for all four sites (Table 9; Figure 10). This time series of H\(^+\) load could then be readily decomposed into

<table>
<thead>
<tr>
<th>Site</th>
<th>L13</th>
<th>L16</th>
<th>L17</th>
<th>L18</th>
</tr>
</thead>
<tbody>
<tr>
<td>Model</td>
<td>[2 2 5]</td>
<td>[2 2 3]</td>
<td>[2 2 3]</td>
<td>[2 2 5]</td>
</tr>
<tr>
<td>(R^2)</td>
<td>0.71</td>
<td>0.75</td>
<td>0.73</td>
<td>0.75</td>
</tr>
<tr>
<td>YIC</td>
<td>– 3.60</td>
<td>– 2.78</td>
<td>– 2.39</td>
<td>– 1.64</td>
</tr>
<tr>
<td>BIC</td>
<td>14,527.02</td>
<td>8,824.92</td>
<td>6,750.25</td>
<td>20,125.46</td>
</tr>
<tr>
<td>(S_2 \times 100)</td>
<td>8,905,000</td>
<td>100,700</td>
<td>19,640</td>
<td>733,800,000</td>
</tr>
<tr>
<td>(condP \times 10)</td>
<td>7.11</td>
<td>7.51</td>
<td>7.28</td>
<td>7.52</td>
</tr>
<tr>
<td>TC fast component (hrs)</td>
<td>2.50</td>
<td>2.29</td>
<td>3.42</td>
<td>7.49</td>
</tr>
<tr>
<td>TC slow component (hrs)</td>
<td>22.97</td>
<td>12.64</td>
<td>18.11</td>
<td>320.62</td>
</tr>
<tr>
<td>fast%</td>
<td>54.89</td>
<td>36.08</td>
<td>32.03</td>
<td>57.00</td>
</tr>
<tr>
<td>slow%</td>
<td>45.11</td>
<td>63.92</td>
<td>67.97</td>
<td>43.00</td>
</tr>
<tr>
<td>(SD) of fast TC (hrs)</td>
<td>0.12</td>
<td>0.26</td>
<td>0.46</td>
<td>0.34</td>
</tr>
<tr>
<td>(SD) of slow TC (hrs)</td>
<td>36</td>
<td>18</td>
<td>170</td>
<td>340</td>
</tr>
<tr>
<td>(H^+) load per period (grams)</td>
<td>381.6</td>
<td>33.6</td>
<td>15.1</td>
<td>4,586.9</td>
</tr>
</tbody>
</table>

Table 9 | Model structure, efficiency, measures of model parsimony and dynamic response characteristics of optimal CT-TF models for rainfall-H\(^+\) load for the period 5 to 18 February 2013 in each catchment

Figure 10 | Second-order CT-TF simulated H\(^+\) load (dashed line) from rainfall input with observed H\(^+\) load (solid line) for (a) L13, (b) L16, (c) L17 and (d) L18, for the period 5 to 18 February 2013.
two components, as with the purely hydrological response.

The second-order models do explain two-thirds of the variance in the H⁺ export (i.e., $R^2$ 0.711 to 0.752) and are, therefore, models amenable to physical interpretation. The reduction in efficiency of modelling H⁺ export rather than streamflow from rainfall was to be expected given the noise observable within the H⁺ records, and the storm to storm variability in the H⁺ behaviour observed previously at Llyn Brianne (Robson et al. 1993; Soulsby 1995). Some of this storm to storm variability will arise from variations in the ambient temperature of the system (Nimick et al. 2011), while some of the variability will relate to the interaction between H⁺ and other dissolved solutes such as aluminium or HCO₃⁻ in the Llyn Brianne catchments (Neal & Christophersen 1989; Robson & Neal 1990; Robson et al. 1993).

The TCs for the fast response pathway are consistently faster for the H⁺ export in LI3, LI6 and LI7 than those for the fast component of streamflow for the same February 2013 period (Tables 5 and 9; Figures 11–14). On average, the fast H⁺ export component in these three basins was 110 min faster than that for the fast water path (Tables 5 and 9). This indicates that a greater part of the hydrogen export is delivered in the earlier stages of the water flow response, indicating a positive hysteretic relationship between water flow and H⁺ export, as also seen by Hooper et al. (1990). Hysteresis in the discharge–H⁺ load relationship is also observed within raw observations, and underlines the importance of high-frequency sampling to capture these differences between the H⁺ response on the rising versus falling stages of stream hydrographs. Where this hysteresis is present, this means that simple relationships with no dynamic storage effects between streamflow and H⁺ export would be highly uncertain and should be avoided for estimation of long-term loads (Littlewood 1995).

The TC of the fast component of H⁺ export for LI3, LI6 and LI7 is similar at 2.5, 2.3 and 3.4 hours, respectively; however, the export from LI8 has a TC of 7.5 hours (Table 9). As with the observation of the H⁺ concentration
for this basin (Figure 8), the increase in the TC would appear to be caused by the slower rise in pH during the initial phase of the storm, and the generally more damped nature of the response relative to the background (Figure 15).

As with the fast component of the H⁺ export, the TC of the slower component for LI3, LI6 and LI7 is considerably faster than the slower component of the water flow (Tables 5 and 9). For these basins, it is an average of 41 hours faster than the slower component of the water flow response. Again, this indicates that the H⁺ is delivered in the earlier stages of the event, which implies that for both components of the response ‘exhaustion effects’ are present within the H⁺ response. This may be explained by the H⁺ ion being flushed from the catchment system and replaced with less hydrogen-rich waters as the event progresses. This may indicate the greater presence of newer water (i.e., a ‘rainfall end-member’) within the stream towards the latter stages of each rain storm (Hodgson & Evans 1997). Ion exchange may be an additional or alternative process driving the observed dynamics. The H⁺ concentrations in between these events are relatively high (Figure 6). Considerably lower concentrations of H⁺ have been recorded within these basins during the summer months and attributed to a component of water moving via a calcite-rich deeper pathway (Robson & Neal 1990),

Figure 13  | CT-TF simulated (a) fast response pathway and (b) slow response pathway for LI7 streamflow and H⁺ load from rainfall.

Figure 14  | CT-TF simulated (a) fast response pathway and (b) slow response pathway for LI8 streamflow and H⁺ load from rainfall.

Figure 15  | Normalised observed H⁺ load for all four streams during a storm hydrograph, 14 to 18 February 2013.
perhaps through fractures within the underlying Lower Palaeozoic geology. Future modelling of the H⁺ signals within the summer months is likely to identify a third, more damped pathway that is associated with the deeper components that only become identifiable during summer low flow. The working hypothesis is that the fast component of H⁺ export is associated with flow through the soil (topsoil and subsoil) while the slower component of H⁺ export during these winter months is associated with a deeper flow through the underlying glacial till, with a third component of flow through the rock fractures being unidentifiable in the winter period streamflow or H⁺ records using RIVCBJID identification routines. Further direct investigations of the chemistry of these three components are needed to corroborate such a hypothesis, given that: (i) other hydrological pathways (e.g., soil pipes are observed in the basins), and (ii) dynamic biogeochemistry along unknown flow pathways (Chapman et al. 1993) may be responsible for the observed multiple components that are identifiable within the records of stream chemistry.

Total masses of H⁺ exported were very different between the grassland and forest basins (Table 9); however, the TCs for the H⁺ load were very similar for both the grassland and forest basins, indicating the importance of the basin hydrology over the impact of vegetation on biogeochemical dynamics.

### Minimum monitoring interval

The Nyquist–Shannon sampling theorem indicates that monitoring or sampling must be at least twice that of the fastest TC, and in practice, at least six times faster (Young 2010). Table 10 shows the minimum sampling interval based upon all fast TCs for the rainfall to H⁺ load (from Table 9), and for reference the rainfall to streamflow (from Table 5). For H⁺ load these minimum sampling intervals range from 23 to 75 min (0.38–1.25 hours) for the four streams at Brianne, and 35 to 51 min (0.59–0.86 hours) for the streamflow dynamics (Table 10). Additionally, visual comparison of the storm response of the H⁺ concentration (Figure 7) and that of streamflow (Figure 5) shows that the H⁺ concentration changes as rapidly as the streamflow during storms. Given that monitoring of both streamflow and H⁺ concentration was undertaken at a 15 min interval in streams at Brianne, the preceding analysis indicates that this should be sufficient to characterise the fundamental dynamics of streamflow, H⁺ concentration and load response.

The chemical concentration or load response of a stream during a storm (e.g., Figure 7) can be called the storm chemograph. An estimate of the TC of the recession of such a storm chemograph can be gained by finding the time from the chemograph peak to 63% of the return to the pre-storm concentration or load, assuming an exponential recession from a linear store. Table 11 shows the

<table>
<thead>
<tr>
<th>Basin</th>
<th>Fast TC</th>
<th>Max Interval</th>
<th>Rainfall to streamflow models</th>
<th>Rainfall to H⁺ load models</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mins</td>
<td>Hours</td>
<td></td>
<td></td>
</tr>
<tr>
<td>L13</td>
<td>307.8</td>
<td>51</td>
<td>150.0</td>
<td>25</td>
</tr>
<tr>
<td>L16</td>
<td>225.0</td>
<td>38</td>
<td>137.4</td>
<td>23</td>
</tr>
<tr>
<td>L17</td>
<td>289.6</td>
<td>48</td>
<td>205.2</td>
<td>34</td>
</tr>
<tr>
<td>L18</td>
<td>212.4</td>
<td>35</td>
<td>449.4</td>
<td>75</td>
</tr>
</tbody>
</table>

The time constants (TC) of the fast component of second-order, linear CT transfer functions from which the minimum sampling intensities were derived, are also given. A 15-minute (0.25 hour) monitoring rate was used for H⁺ concentration, rainfall and streamflow (and hence H⁺ load) in L13, L16, L17 and L18.

<table>
<thead>
<tr>
<th>Estimated TC (hours)</th>
<th>Variable</th>
<th>Reference</th>
<th>Figure</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>DOC</td>
<td>Inamdar et al. (2011)</td>
<td>9</td>
</tr>
<tr>
<td>4</td>
<td>Al</td>
<td>Goenaga &amp; Williams (1988)</td>
<td>3</td>
</tr>
<tr>
<td>4</td>
<td>pH</td>
<td>Goenaga &amp; Williams (1988)</td>
<td>2b</td>
</tr>
<tr>
<td>4</td>
<td>P</td>
<td>Jordan et al. (2007)</td>
<td>2 and 4</td>
</tr>
<tr>
<td>5</td>
<td>DOC</td>
<td>Inamdar et al. (2006)</td>
<td>3</td>
</tr>
<tr>
<td>6</td>
<td>pH</td>
<td>Hodgson &amp; Evans (1997)</td>
<td>5</td>
</tr>
<tr>
<td>7</td>
<td>DOC</td>
<td>Jeong et al. (2012)</td>
<td>5</td>
</tr>
<tr>
<td>8</td>
<td>DOC</td>
<td>Boyer et al. (2000)</td>
<td>12</td>
</tr>
<tr>
<td>12</td>
<td>pH</td>
<td>Bonjean et al. (2007)</td>
<td>9</td>
</tr>
<tr>
<td>30</td>
<td>DOC</td>
<td>Fellman et al. (2009)</td>
<td>4</td>
</tr>
</tbody>
</table>

These estimates assume an exponential recession from a linear store. The figure showing the chemograph within the cited reference is provided.
estimated TCs from ten chemographs from key studies utilising sub-daily water quality data. The water quality variables cover pH, aluminium, total phosphorus and DOC. Nine of the ten TCs are in the range 2 to 12 hours suggesting a minimum required sampling interval (Young 2010) of approximately 0.33 to 2 hours or 20 to 120 min (i.e. TC/6) to properly describe the within-storm dynamics of these variables in these particular studies. Littlewood & Croke (2013) have demonstrated that estimates of model parameters fitted to under-sampled observations (i.e., where sampling was at a rate slower than the minimum required sampling interval) will be shifted from the true values obtained by fitting the same models to sufficiently sampled observations. The studies cited in Table 11 all have sub-daily water sampling or in situ monitoring intervals that exceed the TC (though not all exceed TC/6). Most water quality studies, even those undertaken in experimental catchments, however, do not have continuous sub-daily sampling of chemical concentration (Jordan et al. 2007; Bowes et al. 2009) and may, therefore, not have data to support robust modelling of storm chemographs.

CONCLUSIONS

Eight novel conclusions have arisen from this work:

1. The hydrological control of dynamics in the constituent H⁺ concentration was affirmed from the strength of the dynamic relationship with the hydrological measure of streamflow ($R^2 > 89\%$), i.e., the lumped measure of often complex soil-water pathways, and potentially H⁺ pathways, within headwater catchments.

2. The H⁺ load modelling indicated that two separate response components were present within the relationship (i.e., second-order dynamics). This clear bimodal behaviour was also present within the optimal rainfall to streamflow models, suggesting that H⁺ load was strongly moderated by the effects of these two hydrological response pathways. These two response components were identified from the observations by application of two objective statistical criteria ($R^2$, YIC), rather than assuming a priori a certain model structure, as in most non-DBM modelling studies.

3. The minimum sampling interval identified by the transfer function modelling indicates that for simulation of H⁺ load requires minimum sampling intervals of 23, 25, 34 and 75 min for the headwater basins LI6, LI3, LI7 and LI8, respectively. These rates are within the range estimated from a preliminary set of key studies with high frequency sampling of chemical concentration through storms. Most water quality data-sets, however, lack such data (even for individual storms), and so may be inappropriate for developing or evaluating models that can capture the hydrological controls on water quality dynamics.

4. Comparison of the identified TCs of the hydrological response characteristics with those identified within other basins having independent corroboration of water pathways, indicated that a soil-water pathway may be responsible for the fast pathways at the Llyn Brianne basins, while the slower path (during the wet winter conditions) may be associated with pathways in underlying drift strata. While other studies and many temperate sites have suggested the importance of these two pathways, they have not been previously identified by inter-comparison of DRCs derived for reference sites (Table 6). Independent evidence of these two pathways within the studied Brianne basins is, however, required to strengthen or correct these tentative conclusions. A new measurement programme has been initiated to obtain direct observations of the two pathways (rather than estimate from their resultant impact on the streamflow response).

5. The response characteristics of the slower pathway are the least certain given the short duration of the modelled record relative to the TC of the slower pathway. Simulation of longer records is required to constrain the uncertainty within this TC. Furthermore, longer-term simulation that also includes drier conditions may allow the identification of even slower components; perhaps via hydrologically active rock fractures known to play a role within the hydrochemistry elsewhere within the Lower Palaeozoic Cambrian Mountains.

6. Relative to the purely hydrological response, the response of the H⁺ load was considerably faster, indicating very rapid mixing and/or ion exchange processes to an input of rainwater to these catchments. Both fast and slow components of the load response did, however, show
clockwise hysteresis relative to the hydrological response components indicating a supply-limited process or exhaustion of the H$^+$ ions along the inferred pathways with the progression of a storm. Again, these pathway-specific interpretations need to be evaluated further following the planned new programme of continuous monitoring of H$^+$ concentration at different depths (i.e., overland flow, soil-water, water in the glacial till and water in rock fractures).

7. The basin that is primarily covered by mature conifers (i.e. LI8) exhibited a more delayed H$^+$ response at the start of storms and during storm recessions. Explanation of this phenomenon needs to be and will be explored with the new continuous monitoring of H$^+$ concentration in basin soils and below.

8. Kirchner (2006, 2009) and McDonnell et al. (2007) have stated that advances in the understanding of water pathways responsible for stream hydrograph response and the dynamics in stream water quality, demands the synchronous monitoring and analysis of water quality and hydrological variables. This study has demonstrated the H$^+$ concentration in headwater streams is: (i) closely associated with the hydrological dynamics, (ii) changes as quickly as the streamflow response during storms, and (iii) is information rich. With sufficient temporal sampling of H$^+$ concentration and streamflow, combined with a method that can robustly extract information from time series (notably the RIVCBJID algorithm for identifying CT transfer functions), time series of H$^+$ load can provide tentative hypotheses regarding water pathways responsible for stream hydrograph response and the dynamics in stream water quality.

While more H$^+$ observations and modelling at Brianne are required to further develop understanding of solute pathways, successes with this first stage of DURESS modelling do indicate that identified models of H$^+$ dynamics may be sufficiently robust to aid in the development and evaluation of new models of DOC and nitrate using the same approaches.
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